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Dynamics of the East India Coastal Current
1. Analytic solutions forced by interior Ekman pumping
and local alongshore winds
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Abstract. A linear, continuously stratified model is used to investigate how
forcing by interior Ekman pumping and local alongshore winds affects the East
India Coastal Current (EICC). Solutions are found analytically to an approximate
version of the equations of motion. They are obtained in a basin that resembles
the actual Bay of Bengal north of 6°N and are forced by Hellerman and Rosenstein
[1983] winds. The mathematical structure of the solution clearly illustrates the
model physics. In response to interior Ekman pumping, baroclinic Rossby waves are
excited in the interior of the Bay; they propagate to the western boundary where
they generate a northward, coastal current if the interior circulation is anticyclonic
and vice versa. In contrast, the response forced by the local alongshore winds is
a coastal current that is trapped within the surface mixed layer. Consistent with
the observed surface current, the model EICC flows northward along the Indian
coast from March to September and equatorward along the Indian and Sri Lankan
coasts from October to January. In contrast to the observations, however, the onset
of northward flow along the Indian coast occurs 1-2 months late, the Sri Lankan
coastal current does not reverse to flow southward during the summer, and the
maximum northward transport of the model EICC is 5 Sv in May, only about
half the transport estimated from hydrographic data. We conclude that, although
interior Ekman pumping and local alongshore winds have a significant impact on the
EICC, other driving mechanisms must be taken into account in order to simulate
the observed variability adequately.

1. Introduction

Like the Somali Current in the Arabian Sea, the
East India Coastal Current (EICC) reverses direction
twice a year, flowing northeastward from February un-
til September with a strong peak in March-April and
southwestward from October to January with strongest
flow in November (see the ship-drift plots in Figure 1).
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The surface circulation in the interior of the Bay of Ben-
gal is best organized from February to May, when the
EICC forms the western boundary current of a basin-
wide anticyclonic gyre. Figure 1 does not clearly show
the gyre, but it is evident in the seasonal dymamic to-
pography computed from Levitus [1982] data [Shetye et
al., 1993]; dynamic topography for other seasons does
not show a similar basin-wide organization. [Shetye et
al., 1991, this issue]. ‘

An important driving mechanism of the EICC vari-
ability is certainly the winds within the Bay, which also
reverse with the monsoons (see Figure 2). However, the
peak months of the monsoons (January and July) do
not coincide with the times of maximum current speed
(March and November), so the relationship between the
winds and the currents is not an obvious one. Indeed,
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Figure 1. Bimonthly maps of ship-drift vectors [from Cutler and Swallow, 1984]. Only current
arrows with speeds greater than 20 cms™! are shown. Also shown (top) is the location of the
Bay of Bengal in the north Indian Ocean. Off India, the surface EICC flows northeastward from
February to September, when it reverses to flow southwestward. Off Sri Lanka, the EICC is
southward during most of the year, flowing northward only from February to March.

four different driving mechanisms have been proposed
to account for various aspects of the EICC variability.
Three of them involve forcing by winds within the Bay:
interior Ekman pumping, “local” alongshore winds ad-
jacent to the Indian and Sri Lankan coasts, and “re-
mote” alongshore winds adjacent to the northern and
eastern boundaries of the basin. (Throughout this pa-
per we use the phrase “forcing by alongshore winds”
to mean “forcing by coastal Ekman pumping,” the pro-
cess in which Ekman flows that converge on or diverge
from coasts generate geostrophic currents.) The fourth
mechanism invokes remotely forced signals that propa-
gate into the Bay from the equator.

Shetye et al. [1993] proposed that interior Ekman
pumping was the primary forcing mechanism of the
northeastward EICC from February to May. They
noted that the wind-stress curl is negative over most
of the Bay at this time (similar to the plots of Ekman
pumping velocity in the December, January, and March
panels of Figure 2) and that the EICC appears to be
the western branch of a large anticyclonic gyre. They
therefore hypothesized that the EICC was a northeast-
ward, western boundary current that compensates for
southward Sverdrup transport in the interior ocean, as
in the barotropic models of Stommel [1948] and Munk
[1950].
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McCreary et al. [1993] suggested that forcing by both
local and remote alongshore winds also influences the
EICC. Local alongshore winds drive an EICC in the
direction of the wind. Remote alongshore winds affect
the EICC by exciting coastal Kelvin waves that propa-
gate anticlockwise around the perimeter of the Bay, as
well as Rossby waves that radiate westward from the
eastern boundary. McCreary et al. [1993] argued that
the collapse of the local alongshore winds at the end
of the Southwest Monsoon caused the southwestward
EICC in the fall and winter and that remote alongshore
winds were responsible for the onset of the northeast-
ward EICC in February.

Yu et al. [1991] and Potemra et al. [1991] proposed
that remote forcing from the equator could have an im-
portant effect within the Bay. In this mechanism, equa-
torial Kelvin waves reflect off the eastern boundary of
the Indian Ocean, partly as a packet of coastal Kelvin
waves that propagate around the perimeter of the Bay
and partly as a packet of Rossby waves that radiate
westward back into its interior. McCreary et al. [1993]
commented on the relative importance of this process
in their solution, suggesting that it was influential pri-
marily during the Southwest Monsoon when it tends
to drive southwestward flow in the EICC against the
prevailing winds.

In this paper and its companion study [McCreary et
al., this issue], we use an ocean model to assess the rel-
ative importance of each of the above processes in forc-
ing the EICC. The model is essentially the linear, con-
tinuously stratified system of McCreary [1980, 1981] in
which solutions are found in a realistic basin and forced
by climatological winds. In this part of the research
we obtain analytic solutions to an approximate version
of the equations of motion. The advantage of this ap-
proach is that the mathematical structure of the ana-
lytic solution clearly reveals the fundamental physics of
the system. The approach is limited, however, in that
Rossby waves generated along the eastern boundary of
the Bay of Bengal cannot be accurately represented (see
the end of section 3.1). Consequently, here we consider
only effects forced by interior Ekman pumping and local
alongshore winds.

2. Model Ocean
2.1. Equations of Motion

The model equations of motion, linearized about a
stably stratified background state of no motion, are

u — fu+ %pm =7"Z(2) + (vuz)z + 11V, (la)
v+ fu+ %py =7YZ(z) + (vv,), + 1, V?v, (1b)
Uy + vy +w, =0, (1c)

Pt — AL = (Kp)2z, (1d)

p: = —pg, (e)
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where u, v, and w are the zonal, meridional, and vertical
velocity anomalies, p and p are the pressure and density
anomalies, g is the acceleration due to gravity, f = Sy
is the Coriolis parameter, N,(2) is the Briint-Vaisild
frequency associated with the background state, and
p is a typical value for the density of seawater (p =
1 gmem™3). The parameters v and & are coefficients
of vertical eddy viscosity and diffusivity, and v, is the
coefficient of Laplacian mixing. The quantities 7° and
7Y are the zonal and meridional components of the wind
stress that force the system, and the stress enters the
ocean as body force with the vertical structure Z(z)
(see section 2.4).

To permit the representation of solutions as vertical-
mode expansions, the mixing coefficients v and «, as
well as the surface and bottom boundary conditions,
must have specific forms that are consistent with (4a)
and (4b). The mixing coefficients are

@)

The boundary conditions at the ocean surface (z = 0)
and the flat bottom (z = —D) are

P _
vu, =, =w = — =0.

o2 ®

See McCreary [1980, 1981] for a discussion of these re-
strictions.

2.2. Vertical-Mode Expansions

We look for solutions to (1la)-(1le) as expansions in
the vertical normal modes of the system. These modes
are the eigenfunctions, 9, (z), that satisfy

1 1
('ﬁ;i"pnz)z = ""c';—iwn(z)a (4a')
subject to boundary conditions
"l’nz(_‘D) = YPns (0) =0. (4b)

They form an orthogonal set, are normalized so that

’l/Jn(O) = 1’

and are ordered so that their eigenvalues ¢, decrease
monotonically with n. The n = 0 eigenfunction is
the barotropic mode of the system, and because the
ocean surface is a rigid lid, its eigenvalue cp is 0o and
¥o(z) = 1. The eigenfunctions for n > 1 are the baro-
clinic modes, and their eigenvalues are finite. Equations
(4a) and (4b) then imply that ff p¥ndz=0forn>1
so that the horizontal transport relative to the ocean
bottom associated with each baroclinic mode vanishes.
Appropriate expansions of the model variables are

N
u = Z UnWn,

n=0

(4¢)

(52)
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N
v = Z Vpn, (5b)
n=0
N
P=Y_ Pnn, (5¢c)
n=0
N z
= n n(2)dz’ 5d
N
pP= Z Pn'l/)nz’ (56)
n=0

where the expansion coefficients are functions of only
z, y, and t. The summations should extend to infinity;
however, the solutions converge rapidly enough with n
for the series to be truncated at a small value of N. The
summations also include contributions from the baro-
tropic mode, but in fact solutions are dominated by the
baroclinic response (see the end of section 2.4). For
convenience, a factor of 1/p is absorbed into the defini-
tion of p, and with this choice p, has units of velocity
squared.

To find the equations for the expansion coefficients,
we substitute (5a)—(5c) into (1), multiply (1a)-(1c) by
Vn, (1d) by ¥n., (le) by [Z, ¥n(2')dz’, and integrate
over the water column. After a few integrations by parts
and the use of (2)—(4c), it follows that

A
(at + ;5) Uy, — fUn + Pz = Fn + V2V2un, (63‘)
A
(at"‘ Z)vn+fun+Pny—G + 1V, (6D)
< —) —5 + Unz + Vny =0, (66)
AN p,
= (Gt + 0—112) 217’ (6d)
Pn
g = — 2 6e
=t (6e)
where F,, = 7°2,/(pHy), Gn = TYZ,/(pHn). The
factors

0 0
Zo= [ 2@uts, Ho= [ w0
-D -D
determine how strongly the driving wind couples to each
mode.

2.3. Lateral Boundary Conditions

Solutions are found in a semienclosed basin that re-
sembles the actual Bay of Bengal (compare the basins in
Figures 1 and 2). Its western and northern boundaries
. represent the coasts of Sri Lanka, India, and Bangla-
desh; its eastern boundary corresponds to the coasts
of Burma, Thailand, and Sumatra; and the southern

boundary is an artificial one extending across the basin
at 6°N.
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Along continental margins it is common to adopt the
closed boundary condition that the normal component
of the total velocity field vanishes (condition 1). How-
ever, to obtain a solution that is forced by interior Ek-
man pumping alone, we adopt the less stringent bound-
ary condition that only the normal component of the
geostrophic flow vanishes (condition 2); this condition
allows Ekman flow to pass through the boundary and
therefore filters out circulations driven by alongshore
winds (i.e., by coastal Ekman pumping). To obtain a so-
lution that includes the response forced by local along-
shore winds, we apply condition 1 along the western
boundary of the Bay and condition 2 along its northern
and eastern boundaries. Our model includes horizontal
mixing to be able to solve for the structure of the west-
ern boundary current; hence a second boundary con-
straint is needed, and we utilize the no-slip condition
that the tangential component of the velocity equals
Zero.

An additional condition is needed to specify solutions
completely. An application of the principle, solutions
are forced only by winds within the Bay (condition 3), is
sufficient for this task. Condition 3 ensures that remote
forcing from the equator is absent in our model.

2.4. Parameters

The background Briint-Viisila frequency, Ny(z), used
in the model is the one adopted by Moore and McCreary
[1990], and the depth of the basin is D = 4000 m; cor-
responding characteristic speeds ¢, and coupling fac-
tors H,, are listed in Table 1 for some of the baroclinic
modes. The number of modes used is N = 10, and with
this choice the solution is well converged when Z(z) has
the structure (8) The vertical mixing parameter A is
1.3x107* cm? 53, again as in the Moore and McCreary
[1990] study, but solutions are not sensitive to its value
(see the discussion near the end of section 3.1). Val-
ues of ﬁ and vy are 2.28 X 10723 cm~!s~! and 5 x 107
cm?s™?, respectively.

The only constraint on the form of the body-force
structure Z(z) is that f Z(z)dz = 1, which ensures
that the total stress that enters the ocean is the ap-
plied wind stress. Typically, in models of this sort,
Z(z) = 0(z+h)/h, where 0 is a step function. However,
with this choice the Ekman-flow part of the response
converges very slowly with n because a large number
of modes are needed to resolve the jump at the base of
the mixed layer. To avoid this problem, we adopt the
“smoother” ramped structure

2
— —h <
T <z<0
Z(z) =1 2Az+2h) <_ (8)
32 2h < z< —h
0, otherwise,

where h = 50 m. The effect of the ramp is that Z,
values decrease much more quickly with n than they do
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Table 1. Values of Various Quantities Associated With Individual Vertical Modes

Modenumber
Parameter Notation 0 1 2 3 4 5 10
Charac. speed Cp, cms—1 00 264 167 105 75 60 30
Mode coupling coeff. H,, m 4000 276 171 786 911 1842 4092
Wind coupling coeff. Z, 1 0.98 0.96 091 0.8 074 0.26
Rossby radius R,, km 00 87.0 55.1 346 247 19.7 9.8
Rossby wave speed Crn,cms™! oo 17.4 695 273 139 0.89 0.22
Rossby wavelength An, km fe's) 5420 2160 848 434 277 69
Decay scale azt, km oo 93,600 14,900 2290 599 244 15
Arg. of resp. integral  |kn|W 0 0.58 145 371 729 11,5 56.8
Amp. of resp. integral |Z,|, km 500 492 450 234 57 42 8.8
Convergence factor Tn 125 1750 2530 269 52 17 0.55

Terms that depend on latitude are evaluated at 12°N, for which the Coriolis parameter f is 3.02 x 10~°
s~!. Terms that depend on frequency are evaluated for w = 27 yr~!. The length scale for the wind stress

W is taken to be 500 km.

for the step-function profile. Some Z,, values are listed
in Table 1; for comparison the corresponding value of
Zy0 for the step-function profile is 0.96.

One measure of the strength of an individual mode’s
response is its coupling coefficient to the wind, Z, /H,,.
Using the values in Table 1, the ratio (2o/Ho)/(Zn/Hn)
has the values 0.07 and 0.04 for the n =1 and n =2
modes, respectively, and hence the baroclinic response
dominates the barotropic one. Thus, although the baro-
tropic contribution is included in all of the fields plotted
in this paper, it is negligible for all of them except the
barotropic transport field in Figure 8. (A similar con-
clusion holds for the alternate measure -y, defined near
the end of section 3.1.)

3. Solution

In the first two parts of this section we find an an-
alytic solution to an approximate version of (6a)—(6c)
when the forcing is at a single frequency w. Specifi-
cally, we solve for the interior-ocean response in section
3.1 and then obtain the boundary solution required to
close the interior circulation in section 3.2. In section
3.3 we write down the general solution for a forcing that
contains more than one frequency.

3.1. Interior Response

To derive the approximate set of equations for the in-
terior response, we first define nondimensional variables
by

((L’, y1ta un,’vn,pn, Fn7 Gn) =
(L', Ly, Tt Ul UvL, Ppl,, FF., FG.), (9)

so that equations (6a)—(6c) can be rewritten as
1 , P
(ﬁ) nt+(f 2) vn+(uf£)pnm
F 2
- () 7+ (7) v

(10a)

(T G+ (2 vz,
_ <uf> Gn +(f£2)v . (10b)
(A
fT p'n,t fcn2 pn
U\
+ ('Pf[:) nz T Vny) =0 (10c)
Then, with the scalings
P F
Efz = TZ:{- = 1, (11&)
1 >
f_T =€, (11b)
v
W = 63, (IIC)
for all the modes, and the additional scalings
2
Uc, A 9 (11d)

PIL ™ JeZ

for the baroclinic modes, where € <« 1, (10a)-(10c) re-
duce to the set

—fUn +Ppg = Fp, (12&)
fun + DPny = Gn, (12b)
A

<8t + c_2> % + Upg +Uny =0, (12¢)

at lowest order. Equations (12a)-(12c) are valid for
the barotropic mode, as well as the baroclinic modes,
because co = oo so that the first term of (12c) vanishes.
In order to keep track of various physical quantities,
(12a)—(12c) and all subsequent equations are written in
dimensional variables.
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The constraints implied by (11a)—(11d) are all reason-
able restrictions in the interior ocean. Equation (11b)
states that solutions are valid only when they are slowly
varying (7 > f~!), and this property holds since the
wind field forcing the system has periods of 6 months
and longer (see section 4.1). The first constraints of
(11a) and (11d) imply that the baroclinic solutions are
valid only when they are large scale (that is, £ > R,,
where R, = ¢,/f is the Rossby radius of deformation
for the nth mode), which is true in the interior ocean
because a typical width scale of the forcing is 500 km
or more (Figure 2). (See the end of this section for
a further discussion of the validity of this large-scale
assumption.) The second constraint of (11d) is a state-
ment that vertical mixing is weak (A < c,2f), and this
restriction is easily satisfied for the choice of A and the
number of modes N used here. Finally, (11c) is a state-
ment that horizontal mixing is weak (vo < fL£2), which
is true for values of vo commonly used in numerical
models.

When the term (8; + A/c%) pn/ca? is negligible in
(12c), the resulting balance of terms in (12a)-(12c) is
the same as the one considered by Sverdrup [1947] for
the depth-integrated flow field. Hence any mode for
which this balance holds is said to be in a state of Sver-
drup balance. Since ¢g = 00, the barotropic mode of the
system is always in Sverdrup balance. As noted below,
however, this term is not at all negligible for the baro-
clinic modes, and therefore the baroclinic response of
the model differs considerably from the idealized Sver-
drup state.

Eliminating u,, and v, from (12a)-(12c) yields

Hy '
where ¢, = fc,%/f? is the speed of the nth mode
Rossby wave, and € = [(1Y/f)z — (7%/f)y]/p is the Ek-

man pumping velocity. We seek solutions to (13) when
€ is a periodic forcing of the form

E(z,y,t) = ¢z, )",

where ¢ is a complex function that describes the ampli-
tude and phase of a forcing at frequency w.

With € given by (14), solutions to (13) can be repre-
sented as

A
Pnt — CrnPnz + (C_2> Pn = —Cp (13)

n

(14)

(2,9, 1) = Pu(z,y)e™". (15)
Substituting (14) and (15) into (13), we obtain
A fPem 92
(’Lw + C_n—2-> Pr.— ¢rnPrz = _TT_{: (16)
A Fourier transform in z of (16) then yields
. 2Z
Fp = - 7 19) a7)

BHn k—crn~ 1 (w—1A/cp2)’

where k is the Fourier transform variable and F[Q(x
is the Fourier transform of Q.

)]
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The inverse transform of (17) can be obtained easily
with the aid of the transform pair

f[Q / Qe—’la.’t dm ,

where the lower limit of the integral, L(y), is an un-
known function to be determined from boundary con-
ditions 2 and 3 (see section 2.3). Since our basin has an
eastern boundary, a more useful form of (18a) is

79l
k—a

(18a)

aa:/ Qe—ia,x’dx/+Q(y)eia(w,—m), (18]2))

where the curve z.(y) describes the location of the east-
ern boundary. In (18b) the unknown L(y) has been re-
placed by an eastern boundary wave of undetermined
amplitude Q(y), and boundary conditions 2 and 3 then
require that Q(y) = 0.

The resulting solution is

/¢(wy

e_(ikn+an)x d:r/] ea"wei(k"z+“’t). (19)

Pn(z,y,t) = [

The term on the right-hand side describes the gen-
eration of Rossby waves with an amplitude given by
the term in brackets, their westward propagation with
speed ¢, and wavenumber k,, = w/cy, and their decay
due to vertical mixing with the e-folding scale o, ! =
ern2/A; according to (19), Ekman pumping deepens
(shallows) the thermocline in regions where it is nega-
tive (positive), generating regions of high (low) pressure
that subsequently extend westward due to Rossby-wave
propagation. The response to time-independent forc-
ing can be obtained by setting w = 0 in (19). The
barotropic response can be obtained by taking the limit
¢n, — 00 so that the exponentials involving &, and a,
reduce to unity; in this case, po(z,y,t) simplifies to the
pressure field of a Sverdrup flow, as it should.

With p,, known, all other flow variables follow directly
from (12a), (12b), (6d), (6e), and (5). For example, the
horizontal-velocity field is

N
1
w(@,y,2,8) = D F(=Poy + Gu)n (2),  (200)
n=0
M1
/U(w, Y, =, t) = Z ?(pnm - Fn)¢n (Z) ’ (20b)
n=0
and sea level is given by
1 ¥
== zpnwn(o)’ (21)
9 n=0

where g is the acceleration of gravity. The baroclinic
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contribution to d is the dynamic height of the ocean
surface relative to the ocean bottom.

The mathematical structure of the integral in so-
lution (19) ensures that p, decreases rapidly with n.
To demonstrate this point, it is sufficient to evaluate
the integral when the forcing is the simple “top-hat”
function, ¢ = 0(;}W2 — 22), confined within the re-
gion —-W/2 < z < W/2. The strength of the re-
sponse is proportiona}c to the absolute value of the

e~ (tkntan)z’ gol evaluated at

w/2
= —W/2, which is /

integral Z,, = e*"7

2
|T,| = —e~ 2% (sinh? oznK cos? knw
|n| 2 2

5 (22)

1/2
+ cosh? ang sin® kn——) ,
where |k,| = (kﬁ+aﬁ)1/2. According to (22), |Z,| =
W when |k,|W < 2 and decreases like 1/|k,| when
|kn|W > 2. Values of |k,|W and |Z,| are included in
Table 1 for W = 500 km, and for n > 3 the system is
in the regime |k,|W > 2 for which |Z,| falls off with
n. Physically, the reason for the falloff is that short-
scale (or strongly damped) Rossby waves do not couple
efficiently to a large-scale wind stress and so cannot be
strongly excited.

The combination of factors, v, = Z,|Z,|/Hn, pro-
vides a measure of the overall magnitude of solution
(19), and values of +y, are also included in Table 1.
They decrease very rapidly with n, so much so that
~s is weaker than «9 by almost an order of magnitude.
It follows that the contributions of then =1 andn =2
baroclinic modes dominate the solution. One conse-
quence of this rapid convergence is that currents extend
to considerable depths (see section 4.2.3). Another is
that the response is not sensitive to the vertical-mixing
parameter A; mixing affects the response via the damp-
ing coefficient a,, and it is negligible (i.e., a, WV < 1)
for the low-order baroclinic modes.

Finally, note that the Rossby-wave wavelength, A, =
27 [k, decreases indefinitely with n. It would appear,
“then, that solution (19) breaks down when \,, becomes
of the order of 2rR, and the condition £ > R, is
no longer valid. Physically, the reason for this break-
down is that because the term wv,; is dropped from
(12b), there is no critical latitude for Rossby waves
above which they no longer exist [McCreary, 1980]; a re-
lated deficiency is that because u,; is neglected, merid-
ional propagation of Rossby-wave energy is eliminated
[Schopf et al., 1981]. However, neither of these distor-
tions is a problem here because solution (19) converges
so rapidly with n that it easily satisfies £ > R, for
all modes that make an appreciable (i.e., greater than
order €) contribution. On the other hand, it is a prob-
lem if one attempts to utilize solutions to (12a)—(12c)
to obtain the responses forced by remote alongshore
winds and equatorial forcing since the Rossby-wave re-
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sponse to these forcings remains appreciable, even at
high modenumbers.

3.2. Northern and Western Boundary Layers

The interior flow field defined by (20a)—(20b) will gen-
erally have velocity components normal to the north-
ern and western boundaries of the basin. Hence a
boundary-layer solution must be added to the solu-
tion of the previous section in order to provide sinks
(sources) for onshore (offshore) interior flows.

To describe this boundary layer, it is convenient to
define a coordinate system (£,n) such that the 7 axis
lies along the western and northern boundaries, with 7
directed northward and/or eastward and ¢ directed off-
shore. Let i@y, ¥, and p, be the across-shore velocity,
alongshore velocity, and pressure fields of the boundary-
layer solution, respectively. We introduce new nondi-
mensional quantities according to

(&7, tn, ) = (Le&', L', Uiy, Vi), (23a)
the other definitions being the same as in (9), and adopt
the scalings

Le = €L,
V=UlJe.

(23b)
(23c)

These scalings are typical boundary-layer assumptions,
stating that the boundary layer is narrow and the along-
shore current is much stronger than the across-shore
flow.

With scalings (23a)—(23c), the homogenous version of
(6a)—(6e) expressed in (£,7) coordinates reduces to

_f'an + ﬁnf = 0, (243,)
flin + Prn = VaUnge, (24b)
fing + Ty = 0, (24c)

at lowest order. An additional assumption, implicit in
(24a)—(24c), is that effects of boundary curvature ap-
pear at higher order; this is valid, provided the bound-
ary slope changes on a scale larger than the Rossby
radius ¢, /f [Clarke, 1983; Grimshaw and Allen, 1988).

It is possible to obtain the transport of the boundary
current without solving (24a)-(24c) for the structure
of the boundary-layer solution. Integrating (24c) along
the boundary and across the current yields

A€ n
/ BulE,m, 8)dE = / 4,7, )dn,  (25)
0

e

where A{ is the width of the boundary layer and 7.
is the end point of the northern boundary, i.e., the
point where the northern boundary intersects the east-
ern boundary (91.5°E, 20°N). By choosing the lower
limit of the 7’ integral to be 7., we have imposed the
condition that the boundary current vanishes at n = 7.,
a constraint required by the property that coastally
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trapped waves propagate cyclonically around the Bay.
Applying condition 1 along the western portion of the
boundary and condition 2 along the northern portion
yields

7'"(0,77, t)Zn

- 1
Un(OJI,t) = —pﬂTI(()’n’ t) - H f

f e(nw -

n),
(26a)
where p,, is the interior pressure field (19) expressed
here as a function of £ and 7 rather than z and y,

7 = x(0,m)e™" (26b)
is the forcing due to the alongshore wind, 6 is a step
function, and 7,, is the location of the northwest corner
of the Bay (87.5°E, 20°N). It follows from (25) that
the boundary-current transport relative to an assumed

depth of no motion at z = —H is
~ N 7
V(nyt) = Z {/ ﬁ'n(Oa nlat)dnl
n=0 Ne

. /- OH Y (2) — Y (—H)] dz.} (272)

Note that the barotropic mode makes no contribution
to (27a) since 1p(z) = 1. The barotropic transport is

- n
Vo(n,t) =D | o(0,7',t)dn’,

Ne

(27b)

where in this case the depth integral extends over the
entire water column.

For our purposes, it is also necessary to solve for the
structure of the alongshore current along the western
boundary. Solving (24a)—(24c) for a single equation in
Uy, yields

B'on = valngee, (28)

where ' = f, = Bcos¢, ¢ is the angle between the
n axis (the coastline) and the y axis, and we have
utilized scaling (23c) to neglect a term f¢u, with re-
spect to 3'0,. (Although we do not do so here, it
is also possible to solve for the boundary layer along
the northern boundary. The boundary-layer equation,
BUny = Valneeee, holds there, resulting in a boundary
layer that broadens to the west like 71/4.) Applying a
no-slip condition at the coast, the solution to equation
(28) is the familiar Munk [1950] layer,

Un = Va(n, t)e—vﬁ sin (\/?;’Yf) ) (29)
where v = £ 3{/B'/v2 and V, is an, as yet, unspecified
amplitude. Note that solution (29) does not cancel the
alongshore current of the interior solution so that the
no-slip condition is not completely imposed; however,
this error is small because, according to scaling (23c),
the cancellation of the interior alongshore flow is an
order-€ correction to (29).

SHANKAR ET AL.: DYNAMICS OF THE EAST INDIA COASTAL CURRENT, 1

Integrating (29) across the width of the boundary
layer yields

AL V3
/ 'En(ga m, t)d§ = 4_Vm (30)
0 Y
assuming that A£ is large enough so that contributions
from the upper limit are negligible, and with the aid of

(25) it then follows that

Vi, t) = % / a0, 0dy. (31)

Thus the spatial and temporal structure of the model
western boundary current is given by

N
5(¢n,28) = Y Valn, ) sin (V34€) ¥al2),

n=0
(32a)
with V,, provided by (31).
The response to interior Ekman pumping alone vgp
is solution (31) and (32a) when the term proportional
to 77 is dropped from (26a); that is,

N

- 71
UEP(& mz, t) = Z/ 7;'])7")(0’ T’,:t)dnl

n=0

A e (Vare)

\/ge sin (V3~€ z/)n(z) (32b)
The convergence of this series is determined by the
convergence properties of p, itself, and therefore the
series is dominated by the first two baroclinic modes.
Likewise, the response forced only by local alongshore
winds, 9pa, is obtained by setting £ = 0 so that the
model is driven only by 77 south of 7,,. It follows from
(26a) that V, does not depend in any way on c¢,. As a
result, the summation in (32a) can be evaluated exactly,
yielding

- 71
vLA(fa"]a 2, t)= _/ _f_Tn (0> 71/, t)e(nw_ U’)dn'

. _41 € &

Tee e sin(vhre) 2(:), (320)
which has the same vertical structure as the assumed
body force. It is worth noting that if the term @, is re-
tained in the equations of motion, Kelvin-wave energy
will propagate downward, as well as southward [Romea
and Allen, 1983]; however, the angle of descent is so
shallow at the low frequencies of interest here that en-
ergy is still mainly surface trapped, consistent with so-
lution (32c).

3.3. General Solution

The forcing fields, £ and 77, for the solutions in sec-
tion 4 are not pure sinusoidal oscillations but, rather,
are general periodic functions at the annual period P
that also contain higher harmonics and annual means.
As such, they can be written
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J
€= Re[(4;(x,y)e™],

=0

(33a)

J
7= "Re [x;(0,n)e™"],

=0

(33b)

where w; = 275 /P, and the function Re(z) designates
the real part of its argument. In principle, the summa-
tions should extend to infinity, but here it is sufficient
to truncate the series at a small value of J.

The solution forced by (33a)—(33b) is a linear com-
bination of the single-frequency solutions obtained in
sections 3.1 and 3.2. Specifically, let g be any of the
fields plotted in Figures 3-8. Then,

J
g=7 Relg], (34)
=0

where ¢; is one of solutions (20a), (20b), (21), (27a),
(27b), (32a) or (32b) with subscripts j added to the
terms w, ¢, and Y.

4. Application to the Bay of Bengal

In this section we report on the solutions that are
forced by climatological winds within the Bay. We be-
gin with a description of the forcing (section 4.1), then
report solutions that are forced only by interior Ekman
pumping and by local alongshore winds (sections 4.2
and 4.3), and end with a discussion of the velocity and
transport fields associated with the model EICC.

4.1. Forcing

Forcing for the model is derived from Hellerman and
Rosenstein [1983] winds. The winds are first linearly in-
terpolated onto a 0.5° X0.5° grid, and then the functions
¢; and x; in (33a) and (33b) are obtained by Fourier
transforming their time series at each grid point. Be-
cause the lowest three frequencies dominate the data,
the series are truncated at J = 2. Wind-stress vectors,
7 = (7%,7Y), composed of the lowest three harmonics,
are obtained throughout the basin by similar means.

Figure 2 shows bimonthly plots of 7 and £, and
they are very similar to the original fields [see, for ex-
ample, McCreary et al., this issue, Figure 1]. The 7
field exhibits the following two dominant flow patterns:
northeasterly winds from November through February
(the Northeast Monsoon) and southwesterly winds from
May to September (the Southwest Monsoon). The &
field also exhibits two distinct regimes, being negative
throughout most of the Bay from December to April
and positive from May to October. In addition to
these large-scale features, there are also three local-
ized regions where |£| is particularly large. There is
a maximum of £ off Sri Lanka and southern India from
April through December that is most intense during the
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Southwest Monsoon, when it is associated with a weak-
ening of |7| toward the coast. There is a minimum of
£ at the southeast corner of the basin from April until
November that extends westward as a band of nega-
tive £ from June through August. Finally, there is a
strong minimum of £ just off Sri Lanka from December
through February. v

4.2. Solution Forced by Interior Ekman
Pumping

Figures 3a, 3b, and 4a illustrate the spatial and tem-
poral structures of the solution forced only by the in-
terior Ekman-pumping field £. Figure 3a provides bi-
monthly maps of the resulting surface velocity v and
sealevel d fields in the interior of the Bay. Note in Fig-
ure 3a that because v contains Ekman drift, as well
as geostrophic currents (see (20a) and (20b)), current
vectors are not parallel to isolines of d. Figure 3b is a
latitude-time n-¢ plot of the surface EICC averaged from
the coast at & = 0 to the first zero crossing of the Munk
(1950] layer at & = 7/(v/37). Figures 4a and 4b show
depth-time z-t plots of the EICC at n = 16°N, 12°N,
and 8°N and at & = &pax = 7/(3v/3y), the location off-
shore where the Munk layer attains its maximum value.
Figures 3b, 4a, and 4b contain contributions from both
the interior and boundary solutions.

4.2.1. Northward EICC. In the northern Bay
(north of about 14°N) a region of positive d appears
near the eastern basin in November in response to the
negative £ field there (Figures 2 and 3a). By Jan-
uary, there is a closed region of high d in the north-
central basin, with geostrophic currents circulating an-
ticyclonically about it. From February to April this re-
gion strengthens due to local forcing and shifts west-
ward via Rossby-wave propagation, and during May it
is a prominent feature in the northwestern basin (Fig-
ure 3a, March and May). Thereafter, it weakens due
to forcing by positive £, and in July only a small rem-
nant remains. Northeastward flow in the EICC north
of 14°N is clearly the western boundary response to
this interior circulation; it begins when the anticyclonic
gyre meets the western boundary in February, attains
its peak strength in May, and continues until July (Fig-
ures 3b and 4a, top).

In the southern Bay, regions of positive d driven by
negative £ also appear in the eastern basin in Novem-
ber, intensify and propagate westward during the win-
ter (Figures 2 and 3a, November—March), and generate
northward flow in the EICC when they reach the west-
ern boundary in the spring (Figures 3b and 4a, middle
and bottom). In April, however, positive £ begins to
decrease d in the southern Bay, and by May the region
of positive d exists only in a band of increased d in the
western basin near 12°N (Figures 2 and 3a). By July,
only a portion of this band in the central basin remains
positive, where it is reinforced by the small region of
negative £ centered about 90°E, 12°N, but it persists
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as a region where d has a relative maximum until Octo- middle and bottom). Note in Figure 3b that the pat-
ber (Figure 3a, September). Because of the decrease in tern of northward flow is quite different south of 8°N
positive d, northward flow in the EICC is absent from than it is farther north, beginning earlier in November
the Sri Lankan coast by mid-April and from the south- and reaching a maximum value during February; this
ern Indian coast by the end of May (Figures 3b and 4a, difference is due to forcing by strong negative £ in the

Reconstructed wind stress

January March
r | Lo N - 20N

1.0 dyn/cm?

€ (m/day)

-5 -45 -4 -35 -3 -25 -2 -15 -1 -05 .0

Figure 2. Bimonthly maps of wind-stress vectors 7 and Ekman pumping velocity £ derived
from the Hellerman and Rosenstein [1983] winds. The fields are a superposition of the mean,
semiannual, and annual harmonics and closely resemble the original fields. Contour intervals
for £ are 0.1 md~?! for positive values and 0.05 md~! for negative values; negative values are
indicated with a graduated gray scale.
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localized region present just off Sri Lanka from Decem- the eastern boundary during December, and it sub-
ber to February (Figure 2, January). sequently intensifies and spreads westward (Figure 2,

4.2.2. Southward EICC. In the northern Bay, January—July). In response, a region of negative d ap-
€ first becomes positive in a small region adjacent to pears in the northeastern basin in January, intensifies,

Interior circulation for Solution EP

January

[ | - 20N
v

—_—
5.0 (cm/s)”2

November

[ [~ |
\')

—_
5.0 (cm/s)”2

September
. |
\'

—_—
5.0 (cm/s)”2

15N

10N

6N

Figure 3a. Bimonthly maps of surface currents v and sea level d for the interior solution. The
fields are determined from solutions (20a), (20b), and (21), as prescribed by (34). The contour
interval for d is 2.5 cm, and negative values are indicated with a graduated gray scale. The
current arrows are of the vector field v. = v/ |v|1/ 2 which has the same direction as v but an
amplitude of |v\1/ 2. this modification enhances the strength of weak flows relative to stronger
ones, allowing them to be more visible in the plots. Current arrows are not parallel to isolines of
d because v contains both Ekman and geostrophic flows.
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Average EICC for Solution EP

]

J J
Month

A

Figure 3b. Latitude-time plot of the average EICC
surface flow forced by interior Ekman pumping. The
plotted field is determined from the sum of solution
(32b) and the alongshore current of interior solution
(20a) and (20b), averaged from £ = 0 to & = 7/(v/37)
and summed over the lowest three harmonics, as pre-
scribed by (34).

and shifts westward across the basin due partly to the
change in location of the forcing and partly to Rossby-
wave propagation (Figure 3a). The EICC begins to flow
southward in July and August when this negative-d re-
gion arrives at the coast, and southward flow continues
until the arrival of the positive-d region in the spring
(Figures 3b and 4a, top, and section 4.2.1).

In the southern Bay, positive £ in the southwestern
basin generates a region of negative d off Sri Lanka in
April that expands eastward and strengthens until Au-
gust, when it covers the entire southwestern portion of
the basin (Figures 2 and 3a, May and July). Note the
similarity between the horizontal distributions of £ and
d in July, a property that clearly indicates the causal
relationship between the two fields. The July sea level
pattern remains relatively unchanged from September
to December, when it begins to shrink due to the weak-
ening of £ and to the positive-d Rossby waves propagat-
ing from the east (section 4.2.1). The EICC flows south-
ward wherever the negative-d region hugs the coast
(Figures 3b and 4a, middle and bottom).

The localized region of negative £ in the southeast-
ern bay (Figure 2, May-November) generates a band of
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Figure 4a. Depth-time plots of EICC surface flow
forced only by interior Ekman pumping at 16°N, 12°N,
and 8°N. The plotted field is determined from the sum
of solution (32b) and the alongshore current of inte-
rior solution (20a) and (20b), evaluated at £ = &pax =
7/(3v/37) and summed over the lowest three harmon-
ics, as prescribed by (34). The contour interval is 2
cms™!, and regions of southward flow are shaded. The
currents extend into the deep ocean, and phase tends
to propagate upward.
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positive d there that extends across much of the basin
during the summer (Figure 3a, May-September). Ow-
ing to Rossby-wave propagation, the influence of this
band actually extends into the western basin, where it
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Figure 4b. Same as Figure 4a, except showing the contributions of the (left) n = 1 and (right)
n = 2 baroclinic modes. Currents associated with the n = 2 mode change sign near a depth of

170 m and are delayed relative to those of the n = 1 mode.

makes d less negative.

(Figures 3b and 4a, bottom).

The weakening of southward
flow in the EICC that begins in July south of 8°N is
traceable to the arrival of this positive-d Rossby wave
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4.2.3. Vertical structure. A striking property of
the EICC vertical structure is that the flow field ex-
tends to considerable depths (Figure 4a), a result of the
interior flow field being dominated by the lowest two
baroclinic modes (see the end of section 3.1). In spite
of this dominance, the processes that drive the deep
flows are not obvious in Figure 4a. For example, just
what aspect of the surface wind field drives the deep,
southward and northward currents at 8°N during the
spring and summer? To help identify the processes, the
individual contributions of the n = 1 and n = 2 modes
are plotted in Figure 4b. A comparison of Figures 4a
and 4b illustrates visually that the total flow field is
primarily an interference pattern between the two con-
tributions.

In the mode-1 response the influence of forcing by
large-scale, negative £ is indicated by bands of positive
flow from December until July at 16°N, from March
through April at 12°N, and during February and March
at 8°N; conversely, the influence of large-scale positive £
is indicated by negative flow at other times of the year.
The band of weak, positive current during September
at 8°N is due to the Rossby wave excited by the lo-
calized region of negative £ in the southeastern basin,
and its influence is felt from June until November (Fig-
ures 2 and 3a, May-November). Similarly, the relative
minimum of southward flow during September at 12°N
results from the Rossby wave generated by relatively
weak or negative £ in the central basin (Figures 2 and
3a, July and September). Analogous features are also
visible in the mode-2 solution, but they occur later in
the year due to the slower propagation speeds of n = 2
Rossby waves (Table 1) and they are associated with a
current reversal near a depth of 170 m.

With the aid of Figure 4b it is possible to answer
questions like the one posed above. Interestingly, both
the southward and northward deep flows at 8°N are
driven primarily by the same mechanism, namely, pos-
itive £ in the southern Bay. The northward flow is the
mode-2 part of the response to this forcing, and it is
visible in the total field because of the time lag between
the mode-1 and mode-2 contributions. Another note-
worthy feature of the total flow field is that isotachs are
almost always tilted in such a way that phase propa-
gates upward in time, an indicator that Rossby-wave
energy is radiating downward, as well as westward; this
property clearly results from the time lag between the
two contributions and from the change in sign of the
mode-2 solution at depth.

4.3. Solution Forced by Local Alongshore
Winds

Figures 5 and 6, analogous to Figures 3b and 4a,
illustrate the structure of the solution forced only by
the alongshore wind field 77. Consistent with the inte-
grand of solution (32c) being proportional to 77, the
alongshore flow closely follows the local winds, flowing
northward during the Southwest Monsoon with a peak
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Figure 5. Latitude-time plot of the average EICC
surface flow forced only by local alongshore winds. The
plotted field is determined from solution (32c), as pre-
scribed by (34). The amplitude of the surface EICC
closely follows that of the alongshore wind, and it in-
creases to the south everywhere, except near 9°N during
the summer when the winds are downwelling favorable.

value in July and southward during the Northeast Mon-
soon with a peak value in December (Figure 5). Owing
to the integral in (32c) proceeding from north to south
(from n,, to 1), the strength of the current generally in-
creases southward, the only exception being the slight
amplitude decrease from 8°N to 9°N in July (Figure 5)
due to 77 having a weak, downwelling-favorable com-
ponent along the northeast coast of Sri Lanka (Figure
2, July). Finally, according to (32c), the flow field has
the same vertical structure as the body force Z(z) and
so is trapped to the surface mixed layer (Figure 6).

4.4. EICC Velocity and Transport

Figure 7 presents time plots of the average surface
EICC at 16°N, 12°N, and 8°N due to Ekman pump-
ing only (curves labelled EP), to local alongshore winds
alone (curves labelled LA), and to both mechanisms
(curves labelled MR). A comparison of the three curves
allows the influence of each process on the EICC to
be assessed quantitatively. Clearly, northward flow in
the EICC is caused primarily by local alongshore winds
(LA), with Ekman pumping also contributing to the on-
set of northward flow at 16°N (EP). Wintertime south-
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Figure 6. Depth-time plots of EICC flow forced only
by local alongshore winds at 16°N, 12°N, and 8°N. The
fields are determined from solution (32c), evaluated at
¢ = &max = 7/(3V/37), as prescribed by (34). The re-
sponse is trapped within the surface mixed layer.

ward flow is forced roughly equally by Ekman pumping
and by alongshore winds. At 8°N, summertime south-
ward flow driven by Ekman pumping is not quite strong
enough to overcome the strong northward flow due to
the alongshore winds, and so the total current continues
to flow northward.
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Figure 7. Time plots of the EICC surface flow at 16°N,
12°N, and 8°N, showing the total model response (MR),
the response forced only by Ekman pumping (EP), the
response forced only by local alongshore winds (LA),
and the alongshore flow determined from ship-drift data
(OBS). The plotted fields are determined as described
in Figures 3b and 5. The onset of northward flow in
the model occurs too late along the coast of India.
The model EICC flows northward during the summer,
whereas the observed current is directed southward.
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Figure 7 also includes the average EICC determined
from the ship-drift data compiled by Rao et al. [1989,
1991] (curves labelled OBS). Along the Indian coast
(Figure 7, top and middle) the model EICC (MR)
agrees well with the data from June to December. How-
ever, there is a discrepancy between the two curves from
January to May, with the onset of the northward flow
occurring more than a month later in the model than it
does in the observed flow. Along the Sri Lankan coast,
southward flow in the model EICC from October to
February compares favorably with the ship-drift data,
but it continues to flow northward from March to Au-
gust, opposite to the direction of the observed flow.

Figure 8 shows time plots of EICC baroclinic trans-
ports relative to a depth of no motion at 1000 m (curves
labelled MR) and barotropic transports (curves labelled
BT) at 16°N, 12°N, and 8°N. The baroclinic transports
generally follow their counterparts in Figure 4a, except
at 8°N during May to July, when the transport reverses
direction due to the presence of deep southward flow
(Figure 4a). The obvious difference between curves MR
and BT visually demonstrates just how far the baro-
clinic flow field is from an idealized Sverdrup balance
(a result of the slow propagation speeds of baroclinic
Rossby waves). Model transport values tend to be less
than those estimated from hydrographic data. For ex-
ample, the maximum northward transport attained in
the model is 5 Sv at 16°N during May (MR), consider-
ably less than the value of 10 Sv from hydrographic data
[Shetye et al., 1993]. The model’s maximum southward
transport is 6.7 Sv at 11°N during December, close to
but less than the value of 7.7 Sv calculated from data
[Shetye et al., this issue].

5. Summary

In this study we have used a linear, continuously
stratified model to investigate the dynamics of the EICC
forced by interior Ekman pumping and local alongshore
winds. Solutions are found analytically to an approx-
imate version of the equations of motion that is valid
when the forcing is large scale (£ > ¢,/f) and slowly
varying (T > f~!). They are obtained in a basin that
resembles the real Bay of Bengal, and the forcing is a
summation of the mean, annual, and semiannual har-
monics of the Hellerman and Rosenstein [1983] winds.
To isolate effects due to Ekman pumping in the inte-
rior of the Bay, we apply the boundary conditions that
only the normal component of the interior geostrophic
flow is cancelled at the continental margins and that
the pressure at the southeast corner of the basin van-
ishes. To include effects due to local alongshore winds,
we adopt the preceding conditions and also require that
the normal component of the Ekman drift is cancelled
along the east coasts of India and Sri Lanka.

In response to forcing by a region of positive (nega-
tive) Ekman-pumping velocity £ in the interior of the
Bay, Rossby waves with a negative (positive) surface
pressure field are generated and propagate westward
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Figure 8. Time plots of the baroclinic (MR) and baro-
tropic (BT) transports at 16°N, 12°N, and 8°N. The
transports are determined from (27a) and (27b), as pre-
scribed by (34). The difference between the baroclinic
and barotropic curves illustrates how far the baroclinic
flow field is from a state of Sverdrup balance.
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(see (19), and Figures 2 and 3a). When these waves
arrive at the western boundary, they generate a coastal
current, which in our system is a modified Munk [1950]
layer (see (29)). The amplitude of the current V), is
determined by an integral that extends from north to
south along the boundary, consistent with the propa-
gation direction of coastally trapped waves (see (31)).
The n = 1 and n = 2 modes dominate the response
because the wavelengths of higher-order Rossby waves
are too short to couple efficiently to the large-scale wind
field (see (22)), and as a result, currents driven by £ ex-
tend to considerable depths (Figure 4a). Furthermore,
delays in the arrival of n = 2 Rossby waves at the coast
(Figure 4b) cause phase to propagate upward (Figure
4a), an indicator that energy is propagating downward.
In contrast, the response to forcing by local alongshore
winds is much simpler; it is confined entirely to the
western boundary layer, its amplitude is proportional
to a coastal integral of 77, and it is trapped within the
surface mixed layer (see (32c) and Figure 6).

Along the Indian coast the model surface EICC is
in good agreement with the ship-drift data from June
to December, but the onset of northward flow is de-
layed by several months in the spring (Figure 7, top
and middle) and the maximum northward transport is
only 5 Sv, about half the value estimated from hydro-
graphic data. Along the Sri Lankan coast, the model
EICC flows southward from October through Febru-
ary, in good agreement with the observations, but it
flows northward during the summer, contrary to the
data (Figure 7, bottom). We conclude that although
Ekman pumping and local alongshore winds are impor-
tant forcing mechanisms for the EICC, other processes
must also be involved. Investigating the influence of
the other two processes mentioned in the introduction
(remote alongshore winds and equatorial forcing) is the
subject of the second part of this research [McCreary et
al., this issue].
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